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Abstract: The interaction of Deep Learning (DL) methods with Geographical Information 
System (GIS) provides the opportunity to obtain new insights into environ-
mental processes through the spatial, temporal and spectral resolutions as well 
as data integration. The two technologies may be connected to form a dynamic 
system that is incredibly well adapted to the evaluation of environmental con-
ditions through the interrelationships of texture, size, pattern, and process. This 
perspective has acquired popularity in multiple disciplines. GIS is significantly 
dependant on processors, particularly for 3D calculations, map rendering, and 
route calculation whereas DL can process huge amounts of data. DL has re-
ceived a lot of attention recently as a technology with a plethora of promising 
results. Furthermore, the growing use of DL methods in a variety of disciplines, 
including GIS, is evident. This study tries to provide a brief overview of the 
use of DL methods in GIS. This paper introduces the essential DL concepts rel-
evant to GIS, the majority of which have been published in recent years. This 
research explores remote sensing applications and technologies in areas such 
as mapping, hydrological modelling, disaster management, and transportation 
route planning. Finally, conclusions on contemporary framework methodolo-
gies and suggestions for further studies are provided.
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1. Introduction

With the availability of a large number of spatial resources and data, processing 
and management are becoming increasingly common. These spatial data provide 
crucial geographical information. As a result, in order to process this information, 
best practices and applicable methodologies must be devised. The data can reveal 
comprehensive details of events or locations created through modelling and analy-
sis. This opens up numerous chances for improving government services in terms of 
best governmental segmentation, consumer interaction, and process optimization. 
Artificial intelligence, such as deep learning techniques, is one such technique that 
can evaluate and manage such massive amounts of data. DL has advanced rapidly 
in recent years, outperforming humans in recognition, detection, translation, and 
so on. DL has yielded a plethora of intriguing tools in a variety of domains, par-
ticularly GIS (Geographical Information System). The union of deep learning and 
geographic information systems (GIS) creates enormous prospects.

GIS discipline enables users to comprehend spatial dimensions and relate them 
to actual geographical properties or phenomena. GIS is a large user-friendly sys-
tem that enables quick data storage and access. GIS can be utilized for a variety of 
reasons, including disaster management and monitoring, watershed management, 
demographic research, urban sprawl assessment, risk evaluation, food productivity, 
irrigation supply and management, and so on. GIS provides for the storage of large 
amounts of data in a database that can be accessed at any time and from any location.

Multidisciplinary fields, such as environmental processes with constant change 
and linkages, necessitate the development of novel approaches and solutions. There 
have been various overviews of deep learning in multidisciplinary techniques, such 
as uses of DL in remote sensing [1]. Zhang et al. [2] present a detailed overview and 
general framework of DL for RS data on image processing, pixel-based classification, 
pan-sharpening, spectral feature classification, and target recognition. The majority 
of the review papers on deep learning in remote sensing cover image pre-processing 
areas such as pan-sharpening, image fusion, registration, scene classification and 
object recognition, segmentation, and object-based classification [2–4]. Ball et al. [5] 
conducted a complete evaluation on deep learning on remote sensing photos, with 
substantial remote sensing studies where deep learning can be integrated. Review 
on areas such as classification, 3D analysis, traffic sign recognition, depth estimation, 
object identification and tracking, weather forecasting, object detection, and image 
enhancement have been briefly discussed along with unsolved challenges and op-
portunities for DL in RS.

In other words, applications of DL in the field of remote sensing have been 
reviewed, although DL combined with the integration of GIS utilizing remote sens-
ing data has been less explored. There is a high degree of necessity for the RS and 
GIS communities to use DL techniques in various fields of GIS, therefore a review is 
required to understand the DL and GIS integration. The study primarily discusses 
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the applications of the integration of DL with GIS. The paper is organized into the 
following sections: DL neural networks, the integration of GIS and DL, applications 
of the integration of DL with GIS, gaps and future trends, discussion and conclusion.

2. Deep Learning Neural Networks

DL is a branch of machine learning dealing with algorithms influenced by the 
structural system and operation of the brain termed artificial neural networks. Since 
the 1980s, neural networks have been employed to classify remote sensing data [6]. 
A substantial number of studies have gradually been building proving their capa-
bilities, e.g., [7–14]. DL solves problems and makes predictions using computer- 
generated neural networks that are intrigued by and resemble the human brain. 
A DL structure comprises vast amounts of data, sophisticated computational re-
sources such as algorithms, graphics processing units (GPUs), and network archi-
tects. Training (or learning) and interpretation (or prediction) are the two stages of 
neural networks that allude to development vs production. The number of layers 
and kind of neural network is chosen by the developer, while the weights are deter-
mined through training. There are several types of DL algorithms available today, 
with the most widely used being discussed in the sections below.

2.1. Autoencoders

Autoencoders are neural networks made up of input, hidden, and output layers. 
An autoencoder can learn different coding patterns. In an autoencoder, the numbers 
of nodes are the same in both the output and input layers. The autoencoder must 
identify its inputs rather than target values based on the output vector.

2.2. Multi-layer Perceptrons (MLP)

MLP is artificial neural network that is feedforward. The multilayer perceptron 
is one of the most fundamental DL models, consisting of a sequence of fully con-
nected layers. Each successive layer is a collection of nonlinear functions based on 
the weighted sum of all outputs from the previous one. These networks are widely 
utilized in voice detection and other machine learning applications.

2.3. Convolutional Neural Networks (CNN)

A convolutional neural network (CNN) is a feedforward multilayer perceptron 
model. The initial layers of a deep network identify characteristics, while subsequent 
layers reassemble these characteristics into higher-level input parameters. CNN is 
excellent in visual recognition and identifying various visual patterns. Aside from 
image processing, CNN has been successfully applied to video identification and 
a variety of natural language processing tasks.
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2.4. Recurrent Neural Networks (RNN)

The convolutional model takes a given quantity of inputs and outputs a fixed-
sized vector after a predetermined number of steps. Recurrent networks enable us to 
act on vector segments in both input and output. A recurrent network, unlike a typ-
ical neural network, may include connections that loop back into previous layers (or 
into the same layer). This feedback enables RNNs to retain recollection of previous 
inputs and simulate issues over time. Long Short-term Memory is a widely known 
RNN. This type of network is utilized in the creation of chatbots and text-to-speech 
systems.

2.5. Deep Reinforcement Learning to Neural Networks

This adopts a very different technique. It places an entity in a setting with spe-
cific boundaries, defining productive and undesirable action and an overarching 
goal to achieve. In some aspects it is comparable to supervised learning; within this, 
programmers must provide algorithms with well-defined goals and specify posi-
tive and negative reinforcement. The learning algorithm modifies the entity’s action 
during training. The learning algorithm’s objective is to identify the best action that 
maximizes the long-term reward obtained throughout the activity. Deep reinforce-
ment learning can be utilized in planning and control applications.

3. The Integration of GIS and DL

Massive increases in computing power are rapidly providing new possibilities, 
particularly in DL, and GIS is strongly reliant on such computational capacities. In-
tegration of GIS with DL has proven to be a potential utility, particularly in 3D mod-
elling, map generation, and route calculation. When remotely sensed data are in-
tegrated with other geographical variables structured inside a GIS framework, the 
analytical capability of the system is increased as a result of the integration. GIS is 
helpful in every workflow of AI. For example, photographs recognized using DL 
may be geo-tagged in GIS, and images can be detected in GIS using an algorithm. 
ANN requires a data storage, retrieval, analysis, and visualization environment that 
is compatible. This may be provided by integrating ANN with GIS [15].

The integration of GIS with DL will be helpful in various applications such as 
the classification of RS images or attribute data analysis. Combining a GIS database 
with powerful DL models will aid in enhanced environmental mapping and object 
search/detection in integrated database [16]. Because neural network classifiers op-
erate as generic pattern recognition systems and, furthermore, because they do not 
require a previous statistical model for their input data, they are very versatile when 
it comes to combining different types of data. As a result, they may be utilized to 
include GIS data into remote sensing image classification [17]. Several experiments 
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involving the usage of GIS data have previously been published. For example, Bene-
diktsson et al. [9] used topographic data in conjunction with Landsat Multi- spectral 
Scanner (MSS) data to map ground cover. Another experiment (Joint Research 
Committee 1991) employed landscape height from a digital terrain model (DTM) 
as an additional input to a multi-layer perceptron neural network with two dates of 
SPOT HRV images. The experiment’s goal was to categorize land cover in satellite 
images. In this example, including DTM information from a GIS boosted overall 
classification accuracy while also cutting training time for the neural network in 
half. So far, the use of GIS data in neural networks is a relatively recent topic, with 
minimal experimentation. However, the inadequate data available suggests that this 
would be a profitable strategy to pursue [18].

4. Applications of Integration of DL with GIS

Remote sensing provides a continuous and consistent stream of information 
about the Earth, and geographic information systems (GIS) are a methodology for 
dealing with all of this geographic data. Remote sensing combined with geograph-
ic information systems (GIS) aids in decision-making for a variety of applications, 
including sustainable natural resource management, network design of protected 
areas, and tackling global change issues. GIS is capable of collecting and processing 
real time data. This progression aided research and mapping systems, but real-time 
geospatial data can also help consumers. Real-time geospatial intelligence can also 
be used to track the progress of natural disasters. The analysis of anything from cli-
mate variability to social media posts offers suggestions in desperate need of rescue 
operations.

GIS permits us to work with raster and vector data, which can be readily trans-
formed and worked with. Using existing technologies and operational systems, 
integrating satellite, airborne, and terrestrial RS systems is possible to generate 
a scale-dependent set of observations [19]. It must be easy to produce image statis-
tics within polygons and then directly return that information to the GIS database 
as polygon attributes [20]. They are also investigating the possibility of using RS 
and GIS to display and enhance the presentation of statistical data and identify 
and present numerous opportunities to the GIS research community [21]. GIS has 
evolved into a must-have tool for processing, analyzing, and visualizing spatial 
data. Geographic data and geographic information systems (GIS) are so crucial in 
environmental disciplines that we now consider them essential components of re-
search, education, and policy [22]. There are numerous software programs available 
to aid in GIS decision making. GIS software is tailored for specific sorts of decision 
making. As a result, the software is available based on the needs of the user. These 
software systems respond effectively to an individual input, and they may be suit-
able to one or more broad domain applications, but they are also restrictive. Large 
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and complicated data sets with many features might cause geoprocessing tools to 
perform poorly or fail. As a result, running a sophisticated model in GIS may be 
unfeasible, resulting in output errors. This is where DL techniques come into play, 
as they can run algorithms with high resolution and complicated datasets while 
providing high accuracy results.

The Scopus, Google Scholar, and Web of Science databases were used to review 
publications that included the integration of DL with GIS. Peer-reviewed publica-
tions were evaluated and categorized based on their field of application. The find-
ings demonstrated that DL might be used in virtually any GIS application. Each 
theme was identified, and the review conducted focusing primarily on the topics 
provided below to emphasize DL’s significance and prospective development in the 
field of GIS.

4.1. Classification/Mapping

The classification of remote sensing images is the most commonly performed 
application. Image classification is a methodology of defining pixels. Depending 
on which aspects of the images can be detected and categorized, the images have 
varying spectral and spatial resolutions. GIS has executed image classification for 
a considerable time, and DL has also been used to perform image classifications. 
As a tool for replicating the human brain’s intuitive reasoning process, ANN can 
map complicated systems with no prior understanding of them. The handling of 
geographic information has been made possible by the development of a system 
that combines ANN with a GIS. Yang and Rosenbaum [15] effectively connect-
ed ANN to GIS with the NRSE algorithm, resulting in a tool to provide decision 
support for technical challenges and harbor management. Sediment prediction in-
side Gothenburg harbor has been used to illustrate its utility. Because natural sys-
tems are generally complex, establishing a deterministic model is challenging, yet 
quantifiable representation is needed. DL and GIS integration were also employed 
in agriculture.

Mansourian et al. [23] created zonation maps in Kurdistan province, Iran, using 
GIS-based LR models to forecast the dominant weed presence in dryland chickpea 
and winter wheat fields. With high MSE values, ANN may create the best-suited mod-
els for predicting all prevalent weeds. Xiong et al. [24] mapped mineral prospectivity 
through big data analytics and DL. The results show that the mapped prospectiv-
ity regions have a significant spatial association with known mineralization sites 
and show that big data analytics assisted by DL methods is a promising approach 
to explore for application in mineral prospectivity mapping. De mertzis et al. [25] 
developed a novel and highly successful geographic object-based scene classifica-
tion system in remote sensing images, based on an innovative ResidualNeural Net-
work (ResNet) architecture. This network also implements a Large-Scale Geospa-
tial Data Analysis method that uses ResNet to manage latency, throughput, and 
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fault-tolerance while concurrently utilizing learning processes as optimally and effi-
ciently as feasible. Zhao et al. [26] prepared land use characteristics of Bay Area us-
ing GIS and DL. Four indices of land use characteristics for 122 zones were extracted 
from GIS and merged with planning information using DNN technique. Based on 
the study error distribution, the results suggest that the proposed technique has 
good accuracy and looks to be promising and resilient. The total inaccuracy is rather 
modest. Wu and Biljecki [27] search for sustainable roofing in cities. This research 
was an inspiration from a greenery counterpart Treepedia. An automated method-
ology that combines DL with geospatial technology for detecting sustainable roof-
tops in cities. The project successfully detected sustainable roofs with an accuracy 
of 100%. The models are precise enough to give meaningful city-wide spatial and 
quantitative evaluations, both in terms of the placement and amount of sustainable 
rooftop devices. Several research combining DL and GIS indicate that the need for 
precise and effective scene classification can significantly contribute to the creation 
of new types of decision support systems [25].

4.2. Traffic and Route Planning

Transport infrastructure is inherently crucial to national development since it 
is a need in life and has an impact on all elements of human existence [28]. Moving 
from one location to another in any metropolis across the world is an endurance test; 
regardless of money or social standing, the conditions under which people commute 
are getting increasingly challenging. GIS for road and highway safety allows for the 
collection and analysis of reliable vehicle accident data. Historical records aid in un-
derstanding where incidents have happened in the past and what precautions may 
be taken to avoid them in the future.

Campbell et al. [29] detected and mapped traffic signs from Google Street View 
photos using DL and GIS to create an autonomous system for identifying traffic 
signs to aid in the monitoring and maintenance of traffic assets. Experiments con-
ducted on the study area’s road network yielded a detection accuracy of 95.63% and 
classification accuracy of 97.82%. The suggested automated approach to the detec-
tion and localization of street sign technology has shown great potential for applica-
tion by local government agencies. Mubin et al. [30] detected oil palm by integrating 
a GIS with a DL strategy. This study aims to close the gap by using two distinct 
convolution neural networks (CNNs) to independently recognize juvenile and ma-
ture oil palm, along with GIS throughout the data processing and result. Li et al. [31] 
proposed a U-Net-Based semantic segmentation method to extract building foot-
prints. Multiple public databases of GIS maps of the four cities were integrated with 
high resolution satellite imagery. The method extracted the building footprint from 
multi-spectral resolution images using SpaceNet dataset. The proposed technique 
yields a total F1-score of 0.704, a 1.1% improvement to 12.5%. Kearney et al. [32] uti-
lized RapidEye, participative GIS, and DL to extract and update the unpaved roads. 
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This study created and tested a technique for automatically extracting unpaved road 
pixels using a convolutional neural network over a vast forested region in Western 
Canada (CNN). The CNN results were then used to update an existing government 
road network to see whether and how it would alter. Images and a ground-truth 
dataset were acquired using smartphones by enterprises that are currently active 
and driving in the region. Using participative techniques to acquire ground data 
proved advantageous in gathering training and validation data across a wide region 
at a reasonable cost. The performance of the road extraction was equivalent to that 
of others who used extremely high-resolution images; recall accuracy was 89–97% 
and precision was 85–91%. Servizi et al. [33] used geospatial context and artificial 
neural networks to detect stops in smartphone-based trip surveys. To address these 
uncertainties, geographical time-series, such as GPS, were coupled with spatial con-
text information collected from Open Street Map, resulting in multi-dimension ten-
sors. This multidimensional representation of time-series fusion with geographical 
context and the appropriate specialized ANN classifier makes the primary contri-
bution. The results reveal a 3 to 6.5% improvement in stop detection scores over the 
baselines.

Accurate and up-to-date road network data is critical for land management and 
disaster response, unpaved road especially in the villages and wooded areas are 
not easy to generate using traditional techniques [32]. Malaainine et al. [34] created 
a DL model with GIS-based vehicle tracking algorithms. The spatio-temporal GIS 
(Geographic Information System) trails of moving vehicles were generated using 
a Convolutional Neural Network (CNN) that processed high-resolution satellite 
imagery. Bi et al. [35] created a sustainable urban road management by GIS and 
neural network. The integrated model determines routes, time and course of action 
for travelers in an urban network. Compared to realistic trip data, the bi-level op-
timization method may cut the average journey time by roughly 20% and energy 
usage by 10%.

4.3. Hydrological Models

Geographical distributions on the earth surface are intricate and complex. Mod-
elling these distributions as a replica require a number of variables and data and are 
time dependent. The spatial representation of these distributions is critical, but GIS 
and DL can assess and predict this complex problem at high accuracy. Yang and 
Rosenbaum [36], provided a brief overview on DL NN with an emphasis on the 
GIS overlay mechanism. This integrated approach uses ANN within GIS system for 
the application of mapping. The method was used to forecast sediment in the har-
bor of Gothenburg in this study. Dixon [37] developed groundwater vulnerability 
model using the neuro-fuzzy technique and GIS. The main goal of this study is to 
investigate the sensitivity of neuro-fuzzy models used to forecast groundwater vul-
nerability in a geographical context. The neuro-fuzzy models, on the other hand, 
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should only be utilized as part of a larger assessment of groundwater vulnerability 
that includes GIS, remote sensing, and solute transport modelling, as well as func-
tional, mechanistic, and stochastic models.

Almasri and Kaluarachchi [38] predicted the nitrate load in groundwater 
through modular neural networks (MNN). The field data of nitrogen loading and re-
charge data were prepared from GIS tools and forecasting was modelled in MNN. In 
the preparation and processing of the MNN input–output data, the methodology re-
lies on geographic information system (GIS) tools. MNN’s long-term models, which 
were used to evaluate the efficacy of future management options, correctly identi-
fied the locations with relatively higher nitrate concentrations. Rohmat et al. [39] 
developed a model called River GeoDSS which is a decision support system that 
includes database management, and graphical user interfaces. It is fully integrated 
in a geographic information system (GIS) for geospatial modeling and analysis. The 
trained ANN was then re-inserted into River GeoDSS and used to simulate river 
basin management. All DNN model development takes place entirely within River 
GeoDSS in the updated version. Apaydin and Sattari [40], integrated GIS and DL for 
precipitation modeling dependent on spatiotemporal variables. To obtain precipi-
tation, the hybrid model was applied to Turkey’s coastline. The study utilized DL 
to estimate the amount of precipitation, and a distribution map was created using 
a DL-GIS hybrid.

Patault et al. [41] applied a deep neural network and a GIS model to predict 
sediment discharge under various land scenarios. The model produced a stan-
dard deviation that was exactly in line with the GEV distribution. The model also 
serves as a decision-making tool for providers of drinking water and land use plan-
ners. Urban flood modelling utilizing deep-learning techniques was developed by 
Lei et al. [42]. Flood hazard mapping was produced using a deep convolution neural 
network model and a GIS. The flood inventory of 295 flooded sites was provided by 
the GIS database, which was used as the response variable, and predictor variables 
were flood affecting factors in DL. Hydrological models such as flood modelling can 
be quick and reliable if a large inventory is available.

4.4. Disaster Management

Natural and man-made calamities threaten several regions of the world, includ-
ing India. GIS, RS, and DL are useful in disaster management and decision-making 
scenarios. Disaster maps can be created to depict risk and impact zones. As a result, 
GIS and DL are beneficial for mapping considering all the parameters influencing 
the calamities, which may aid in a better understanding of site risk and planning. 
Stassopoulou et al. [43] demonstrate the technique’s validity by determining the pa-
rameters to be utilized in a Bayesian network built to incorporate GIS data to esti-
mate the probability of the desertification of burnt forest areas in the Mediterranean 
region. Choi et al. [44] combined ANN and GIS to create landslide susceptibility 
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maps. DEM, NDVI, and land cover were derived from ASTER images in the GIS. 
Using the geographical database that was created, the correlations between the de-
tected landslide locations and six associated variables were detected and quantified 
using frequency ratio (FR), logistic regression (LR), and artificial neural network 
(ANN) models. Maps obtained from the integration of GIS and ANN showed higher 
accuracy than the individual landslide maps.

Hamdi et al. [45] employed GIS and DL on high-resolution data to estimate 
forest degradation. The study used CNN in GIS software with an algorithm for de-
tecting and mapping forest damage. The results were accurate to 92%. Given the 
difficulty of locating regions of fallen trees, these results are significant. The study 
demonstrated the quick efficiency of GIS and tremendous potential of DL on high 
resolution maps for post disaster damage assessment. Bui et al. [46] used a DL Neu-
ral Network with a GIS dataset to forecast the vulnerability to flash floods. The flash 
flood inventory data is used to calculate the pixelwise flash flood susceptibility for 
the study region employing DLNN. As a result, the suggested hybridization of GIS 
and DLNN may well be a viable alternative for assisting government authorities 
and engaging parties in the development of efficient flash flood mitigation meth-
ods and land-use planning. Radke et al. [47] created the FireCast program, which 
combined DL and GIS techniques. The FireCast predicts the wildfire will spread 
throughout the area. Based on previous fire data and with minimal computing re-
sources, FireCast can accurately forecast whether regions surrounding a blazing 
wildfire are at high risk of future wildfire spread. Nhu et al. [48] developed algo-
rithms to predict the likelihood of landslides in a tropical environment. In GIS, land-
slide affecting variables and polygons were created, utilizing a deep neural network 
to map all feasible regions. The algorithm divides the area into two distinct classes: 
landslide and non-landslide.

Wu et al. [49] assess the depth of urban floods using DL and GIS. The rainfall 
return period was utilized to produce the flood condition map in GIS, and the flood 
depth was predicted using a regression model in DL. The findings of this study 
can serve as a firm justification for urban flood management and drainage. Braga-
gnolo et al. [50] created the r.landslide tool to map the susceptibility of landslides. 
The application makes use of open source GIS tools as well as ANN. Python is used 
as a built-in program with Artificial Neural Network (ANN) fed environmental 
factors and landslide databases. r.landslide can more precisely detect and specify 
vulnerable locations. With natural disasters growing more frequent and severe, 
disaster risk mitigation is becoming increasingly important. GIS and DL are ex-
tremely useful in mitigation and preparation measures. Real-time geographic data 
can help optimize the allocation of response resources. It also serves as a decision- 
making tool in disaster management. Global governments and businesses should 
collaborate to develop novel tools and methodologies for developing an effective 
disaster management strategy that takes use of the integration of DL and GIS ap-
proaches.
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4.5. Urban Planning

Urban planning entails the design of cities as well as the creation of plans for 
future development and expansion. GIS and DL can give vital information and en-
hanced strategic decision making with a single source for current and historical data 
and maps. Ma and Cheng [51] calculated building energy incorporating GIS and big 
data. This study presents a framework for calculating the building EUI at the urban 
scale using a geographic information system integrated data mining approach, in-
cluding pre-processing, feature selection, and algorithm optimization. Li et al. [31] 
developed a GIS and DL model to estimate the value of urban land. The urban land 
price is identified by taking into consideration variables affecting urban land price 
and spatial features and integrating them in DL. The linear relationship and causal 
link of influencing variables and land price are automatically detected by creating 
the deep hybrid neural network with spatial characteristics.

Re Cecconi et al. [52] used GIS and ANN to assess the possibilities for energy 
retrofits in school buildings. The potential for energy efficiency was assessed us-
ing eight Artificial Neural Networks. Finally, data were geolocated and further an-
alyzed to aid in the development of energy retrofit strategies for the most essential 
regional locations. The case study results shown that energy retrofit strategies for 
school buildings are mostly supported and developed utilizing open data, neural 
networks, and GIS. Kucklick et al. [53] combined GIS and CNN to quantify the in-
fluence of location data on property value in Philadelphia. The study discovered 
that significant geographical data and high quality images were necessary to im-
prove the model’s accuracy. Using two datatypes is challenging and interesting, but 
it provides improved resilience against severe anomalies. Zhang et al. [54] identify 
and depict various urban scenarios using DL and massive street-view datasets. The 
landsense indices were used to quantify the relationship between public perception 
and urban scenes. The model’s outcome demonstrated a good performance in nat-
ural landscapes in Beijing’s built-up areas and a negative psychological impact in 
industrial areas. This unique technique has the potential to aid in urban planning 
and management from the perspective of residents. Pepe et al. [55] employed DL 
in a GIS framework to create a 3D city model from multispectral satellite images. 
Different techniques in geomatics software were used to extract building eleva-
tions from DEM for building polygons of varying positions. Using an algorithm in 
ArcGIS Pro, a method of pan sharpening, followed by a digital surface model, and 
lastly the extraction of building height was devised. The model quickly generated 
3D buildings as prismatic solids with flat roofs. This unique strategy is yet another 
technique that assists stakeholders and administrations in the urban planning and 
design domain.

GIS and DL provide urban planners with more data visibility. They track chang-
es over time, assess the viability of proposed initiatives, and forecast their environ-
mental impact.



32 S. Mohan, Giridhar M.V.S.S.

5. Gaps and Future Trends

DL approaches can generate classifications or predictions about a particular tar-
get based on a collection of input attributes, and GIS can produce the necessary geo-
graphical input variables for such an DL model [47]. However, there are constraints 
when they are performed independently. This may be avoided by combining GIS 
with DL. Big data technology allows for the integration of many predictors and vari-
ables, which is not feasible with GIS. To carry out such modelling, however, DL re-
quires a huge spatial database, which may be collected via a GIS database. DL and GIS 
can explore difficult tasks with complex and dynamic data. Most geographical char-
acteristics are dynamic, necessitating complicated modelling, which may be accom-
plished using neural networks and other spatial data from the GIS database. This will 
enhance the accuracy of the modelling. Further study on similar issues is necessary.

Environmental degradation indicators, environmental monitoring, climate 
change, hydrological models such as groundwater and surface water modelling, 
assessment of soil erosion, soil moisture, urban sprawl analysis, water distribution 
network analysis, disaster risk analysis, site suitability, coral reefs, and sustainability 
have all been studied using remote sensing and GIS. However, with a high-resolu-
tion database and extensive modelling, the findings may be inaccurate. By combin-
ing GIS with deep neural networks, these applications may be studied further and 
achieve high-accuracy results. Future applications of DL with GIS include suscepti-
bility mapping of various natural hazards and investigating more complex feature 
selection or dimension reduction methods to improve the prediction performance 
of DL methods. Future studies may incorporate historical data from various regions 
and explore different resolution images, input variables, and scenario analysis. Inte-
grating DL with GIS aids in the development of a better decision-making tool. The 
approach may be utilized as a support tool for the rapid and efficient generation of 
various maps by organizations involved in disaster management, water resources, 
the environment, and land use planning [50].

6. Discussions and Conclusions

DL is a fast-developing discipline that enables data scientists to use cutting-edge 
research while utilizing an industrial-strength GIS. Because of this appealing charac-
teristic, neural networks are increasingly being used to model complicated physical 
processes, and a lack of precise field data predominate [38]. GIS technologies can as-
sist with every phase of the data science workflow, including data preparation and 
exploratory data analysis, training the model, executing spatial analysis, and lastly, 
distributing results via online layers and maps and driving field activities. DL algo-
rithms, on the other hand, can handle tasks with complex data structures and mod-
elling, yielding high accuracy with greater flexibility and generalization capability. 
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GIS provides a well-established platform for spatial data analysis, to which ANN 
can offer a powerful mechanism for decision support. Because the findings can be 
accessible by mobile devices in the field for high-accuracy ground-truthing and dif-
ferent mapping that can be synced back into the database, the integration with the 
ArcGIS Platform provides for a simplified workflow [45]. As a result, it is possible to 
infer that the suggested GIS-DL hybridization can be a promising tool for assisting 
government authorities and engaging stakeholders in flash flood prevention and 
land-use planning [46].

This paper investigated multiple research areas where DL and GIS have been 
integrated. A total of 55 papers from the Scopus, Web of Science, and Google Scholar 
databases were reviewed. The articles were divided into the following categories, 
namely classification and mapping, traffic and route planning, hydrological models, 
disaster management, and urban planning. The brief review of these research pa-
pers demonstrates the significance of combining DL and GIS for analyzing various 
continuous and unstable data. The focus of the paper was on five major applications. 
A detailed and comprehensive assessment of the approach used with the DL algo-
rithm, as well as its performance analysis, can be undertaken. Further investigations 
on real-time geospatial intelligence employing DL and GIS to analyze the progres-
sion of natural disasters, climate variability, and real-time rescue operations can be 
performed.
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