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Abstract: This article focuses on low-cost LiDAR (light detection and ranging) sensors 
and 3D depth cameras. Particular attention was paid to their accuracy and 
compliance with the technical specifications that were provided by their re-
spective manufacturers. The following devices were tested: Stereolabs ZED 2i, 
Stereolabs ZED, and Intel RealSense D435i depth cameras, and the Intel 
RealSense L515 LiDAR sensor. An experiment was carried out to measure 
a geometrically diverse environment (which is typical for in-motion imaging) 
where both the measurement range and the distortion that is generated by each 
device’s algorithms on edges, folds, planes, and 3D objects could be evaluated. 
Depth sensors are often used with excessive confidence as to their geometric 
reliability. The aim of this work is to assess the actual accuracy of such sensors, 
which may constitute the ground truth for accuracy losses that could result 
from the operations of autonomous vehicles. Based on the results, the accuracy 
information that was provided by the respective manufacturers was difficult to 
obtain under real conditions. It was found that the low-cost devices could be 
used in industrial projects, but their operations must take place under certain 
conditions and settings. It was also necessary to know their capabilities and 
limitations in order to take full advantage of what they  offer.
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1. Introduction

1.1. Solid-State LiDARs

Over the past few years, low-cost LiDAR sensors have become extremely pop-
ular for many applications that are related to the movement automation of mobile 
platforms. They have not achieved the performance that is inherent in high-end me-
chanical laser scanners, but they have met sufficient requirements in many applica-
tions. As Raj et al. [1] noted, “despite its weaknesses, the low cost of this 3D LiDAR 
system makes it an attractive solution for applications such as robotics, surveying, 
agriculture, and education.” Of the many existing scanning mechanisms, they saw 
great potential in low-cost solutions.

Solid-state LiDAR sensors are used in SLAM (simultaneous localization and 
mapping) solutions. Nam and Gon-Woo [2] presented the fact that, despite their 
meager costs, they could achieve high performance and achieve the results that were 
inherent in expensive mechanical devices. In their research, they used Livox Hori-
zon and Intel RealSense L515 sensors. Commercially available SLAM devices such 
as ZEB-REVO also use a 2D laser scanning device (Hokuyo UTM-30LX-F) [3]. Simi-
lar research conclusions were drawn by Wei et al. [4]; the authors pointed to the in-
creasing role of solid-state LiDAR on the LiDAR market. As part of their work, they 
constructed a 2D-3D mapping system using Livox Mid-40 and Hokuyo UST-20LX 
LiDAR sensors with varying FOVs (fields of view). The device was successfully test-
ed for feature-detection in urbanized spaces.

LiDARs are fundamental sensors in many robotic applications – particularly in 
autonomous driving [5]. Kutila et al. [6] noted that research was currently underway 
to select optimal devices and their parameters for self-driving cars – especially un-
der adverse weather conditions. In contrast, Li et al. [7] presented the potential of us-
ing a solid-state LiDAR sensor; its price was significantly lower than that of conven-
tional sensors. The authors applied a Livox Horizon device to develop a real-time 
method of mapping and inertial odometry. The 3D LiDAR streams were synchro-
nized with a six-axis IMU (inertial measurement unit) in order to obtain a globally 
consistent map. Another LiDAR sensor, Ouster OS1-16, was applied as a component 
of an autonomous robot that worked in vineyards [8]. A sensor with an appropriate 
operating range allowed it to provide data that was necessary for recognizing vine 
rows. Moreover, Haddeler et al. [9] proved that data that was obtained with LiDAR 
sensors could create the basis for combining data from many autonomous vehicles 
during their operations in multi-robot mode. Another application is low-cost heri-
tage documentation; Murtiyoso et al. [10] evaluated an Apple iPad Pro solid-state 
LiDAR sensor by comparing its results with a reference point cloud. They found 
outliers of the order of 35 or 7.5% depending on the lighting, the textural properties, 
and the level of object complexity and formulated several useful recommendations 
for this sensor type when used for the architectural inventories of historic buildings.
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The topic of assessing the accuracy of laser scanners has been known since the 
devices became widely available [11]. Similar research has been conducted on low-
cost scanners. One of the first efforts was the test that was carried out by Lee and Eh-
sani [12] for the Hokuyo URG-04LX 2D sensor by comparing it with the Sick LMS200 
scanner. Since then, the topic of research on low-cost LiDAR accuracy has appeared 
frequently in the literature. These devices can be tested from a number of aspects; 
e.g., drift, surface color, surface material, incident angle, luminosity, and distance. 
Tests have been conducted for both commercially available sensors (e.g., Slamtec 
RPLidar A1-M8, Hokuyo URG-04LX, and Hokuyo UTM-30LX-EW [13]) and pro-
totype sensors (e.g., a 905-nm-wavelength laser-based LiDAR sensor for autono-
mous vehicles [14]). The most common way to assess the accuracy of LiDAR sen-
sors is through comparative tests with a reference point cloud that is obtained from 
a TLS scan. An example of such a study for the Velodyne HDL-32E sensor was pre-
sented by Jozkow et al. [15].

The Intel RealSense L515 LiDAR sensor was used as part of the research that was 
conducted in our thesis. For this device, Lam et al. [16] reported RMSE values within 
a range of 2–6 mm, which was determined to be relative to a metrology-grade reference 
value. However, it should be taken into account that these were determined by observ-
ing an object that was covered with white non-reflective paint from a distance of 0.5 m. 
The noise that was determined for this device was evaluated within a range of 1–3 mm. 
In contrast, Plaß et al. [17] presented the results of an accuracy assessment for this 
sensor based on a comparison with a professional geodetic scanner for a larger area – 
in a 40 m2 room. In this case, a comparison with the geodetic measurement gave an 
average difference of 8 mm (based on a comparison of the distances to the reference 
targets) and 13 mm (by a comparison of the reference lengths); the measurement 
noise was set at 4 mm. However, other values were obtained by Breit barth et al. [18] 
when checking the accuracy of the L515 sensor – particularly in terms of the actual 
working range and the working performance that were offered for each resolution. 
They summarized their study with standard deviation values of 13 mm for the dis-
tance that was determined between the spheres and 22 mm for flatness-measurement 
deviation. They concluded that the results that were acquired by the L515 sensor were 
more reliable when compared to the widely used depth cameras (on the example of 
the Intel D415 camera, which delivered more unstable results of the measurement).

1.2. Depth Cameras
Depth cameras provide an alternative solution. According to Zollhöfer [19], “an 

RGB-D sensor is the combination of a conventional color camera (RGB) with such 
a depth sensor (D).” Their most common applications are human pose/gesture rec-
ognition, object recognition (e.g., species and plant parts), 3D modeling, autono-
mous flight control, and robot navigation. For RGB-D cameras, inaccuracy is consid-
ered in two categories: first, from the pose estimation of a camera; and second, from 
the inaccuracy of the camera itself [20].
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The latter contains the following:
 – calibration errors,
 – random noise,
 – camera sensor limitations (resolution),
 – motion blur effects.

As the sensors and measured objects were stationary in the presented study, 
this paper focuses on assessing the precision and accuracy of those RGB-D sensors 
that were not affected by motion blur.

The first of the depth cameras that was investigated in our work was the LiDAR 
RealSense D435i by Intel. Accuracy tests for this type of device were carried out by 
Carfagni et al. [21] using another model (D415) as an example. They found a high 
agreement of the imaged plane at 2.5 mm relative to the ground truth, with this value 
determined for a range from 150 to 500 mm. On the other hand, Moghari et al. [22] 
indicated the possibility of achieving accuracy levels of 1–2% of the distance from 
a sensor to an object; however, the observations were only conducted from a dis-
tance of 0.35 m and concerned observations of human head motions.

A comparative test of several sensors was carried out by Curto and Araujo [23]. 
Of the devices that were tested (Intel RealSense L515, SR305, and D415), they chose 
the last one as having the best behavior in terms of its statistical stability (expressed 
as repeatability or precision). It should be noted that the tests were mainly related to 
assessing the repeatability (precision) according to the type of surface that was ob-
served. In contrast, Lourenço and Araujo [24] chose the same set of sensors for test-
ing; in terms of accuracy and precision, the L515 sensor achieved the best results. In 
addition to this device having the lowest average error, its correct operation was also 
least-affected by distance; its standard deviation as a measure of precision was less 
than 0.5 mm for distances of up to 3.5 m.

A similar set of devices was tested by Servi et al. [25] with one exception: 
the SR305 was replaced by the D455. Their results varied for the individual sen-
sors. For a calibrated sphere at a very close range, the best results were obtained 
by the D415. In contrast, probing errors and distortion characteristics (determined 
according to ISO 10360-13) did not indicate an advantage for any of the sensors, nor 
did the test that involved 3D object reconstruction. However, the L515 had a clear 
advantage over the others in determining the systematic depth error for a plane at 
distances of 0.5–1.5 m.

The other devices that were tested in our study were the Stereolabs ZED and 
ZED 2i cameras. In the research on these devices, however, the concept of accuracy 
was used in the context of image recognition rather than expressing the geometric 
quality of the acquired point clouds. For example, Tadic [26] applied the ZED 2i sen-
sor for charging-socket detection in electric vehicles. Conversely, Connolly et al. [27] 
used the cameras to improve the detection rate during visual inspections that were 
conducted from unmanned aerial vehicles.
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Research on the depth-error modeling of the ZED sensor (the predecessor to the 
ZED 2i) was conducted by Ortiz et al. [28]. A mathematical model of the depth error 
that was determined when using this sensor was proposed; it showed that the RMS 
in-depth error was related to the camera resolution. In addition, the authors found 
that at the highest resolution (a range of 20 m) was achievable, although an accept-
able error rate was met for shorter distances in some applications.

1.3. Motivation

The presented literature research shows that low-cost LiDAR sensors and 
depth cameras are very popular for positioning autonomous robots and for their 
avoidance of obstacles [29, 30]. Combining these two types of sensors particularly 
requires the development of efficient self-calibration algorithms [31, 32]. The sensors 
are widely used in scientific projects for spatial-data detection, creating 3D models 
of objects, the route-planning of autonomous systems, human and object recogni-
tion, etc. [33–36]. However, the data that was provided by these devices could not 
be treated uncritically – especially in terms of accuracy and fidelity in the imaging 
reality. Furthermore, it should be noted that the sensors were used under real condi-
tions in many studies (especially in motion), while less attention was paid to the loss 
of accuracy as compared to the reference values.

Such a critical approach to sensor accuracy was presented by Holder et al. [37]. 
To assess the reliability of the reference accuracy of vehicle positioning using GNSS 
sensors, the authors used the concept of “super-reference”; this means the best- 
available measurement to achieve the ground truth. The research that was carried 
out in their article was used to assess the actual accuracies and ranges of the low-cost 
depth sensors; they checked whether the technical specifications and manufactur-
ers’ assurances were confirmed in reality. The sensors that were selected for their 
study had not yet been compared in terms of their geometric accuracies when the 
reference value was provided by a professional geodetic laser scanner. The aim of 
our study was to recognize the capabilities and limitations of LiDAR sensors and 
depth cameras, together with recognitions of their practical applicabilities.

1.4. Article Structure

The remainder of this paper is arranged as follows. The methodology of the 
conducted research is presented in Section 2, while a presentation of the equipment 
that was used for the study is included in Section 3, along with the measurement 
setup on the test field. An explanation of the procedure that was used for the data 
processing is presented in Section 4, along with the sample results. Detailed results 
of the sensor precision and accuracy tests are discussed in Section 5; since numerical 
values do not express all of the observed problems, a visual assessment of the ac-
quired point clouds is also illustrated there. The discussion is presented in Section 6, 
and the final conclusions are given in Section 7.
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2. Methodology

When developing the methodology to address the research problem, the aim 
was to provide answers to the following four questions:

1) What was done to answer the research question?
 – four popular and affordable sensors were selected for mapping environ-

ment and generating point clouds;
 – quality and accuracy of acquired clouds were checked;
 – results that were obtained by selected devices were compared with 

each other.
2) How it was done?

 – inspections were carried out using precise geodetic instruments (two laser 
scanners, and one robotic total station), which were at least one- order- of- 
magnitude more accurate than tested sensors;

 – static measurements were taken with all devices in same environment 
from same measuring station under uniform conditions;

 – obtained results were compared by calculating cloud-to-cloud (C2C) dis-
tances in different configurations;

 – visual assessments of point clouds that were generated by sensors were 
carried out.

3) How can the experiment be substantiated?
 – design of experiment allowed for all devices to be tested under uniform 

conditions;
 – prepared measurement environment ensured actual measurement ranges 

of sensors and their abilities to map various types of objects, and accuracy 
of generated point clouds could be verified.

4) How were the results analyzed?
 – numerical calculations of C2C distances were performed to present noise 

of point clouds of tested sensors as well as their deviations from refer-
ence cloud;

 – visual evaluations of point clouds allowed for mapping quality of 
the measured objects on edges and planes to be presented in tangible 
manner.

3. Equipment and Test Field

This section briefly describes the equipment (Fig. 1) that was used to perform 
the experiment; the measurement environment has been addressed, as have the ac-
cessories that were necessary for reliable testing. The needed software, measure-
ment, and data-processing techniques that enabled the validation task to be carried 
out correctly have also been presented.
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3.1. ZED 2i Depth Camera by Stereolabs

The ZED 2i is a depth camera that was developed by Stereolabs that utilizes ste-
reo vision to capture 3D images of the surrounding environment [27, 38]. This tech-
nology works by using two cameras to take images of the same scene from slightly 
different angles; these are then used to calculate the depths and distances of the ob-
jects in the scene. This allows the ZED 2i to measure the sizes and locations of objects 
in its field of view in real time, perceive their surroundings in three dimensions, and 
navigate around the objects. This is also useful for autonomous vehicles – it can help 
a vehicle understand its surroundings and make decisions about where to go and 
how to avoid obstacles. In addition, the ZED 2i can be used in augmented-reality 
applications – it can deliver a realistic spatial representation of an environment to be 
overlaid with virtual objects.

A computer/CPU (central processing unit) with a minimum 4 GB RAM (random- 
access memory), dual-core 2.3 GHz processor, and NVIDIA GPU (graphics process-
ing unit) with compute capability >3.0 is required to support the camera’s SDK (soft-
ware development kit). The lack of such a setup (or a more powerful configuration) 
may prevent the device from working in real time in projects with limited spaces, 
weights, or powers (e.g., UAVs – unmanned aerial vehicles), and the collected data 
will require post-processing. This significantly increases the cost of the whole set-up, 
as a powerful computer is required in addition to the camera. However, the idea of 
data processing on an external computer seems to be a valid one for several reasons. 
First, the camera itself does not heat up and can, therefore, be enclosed in a sealed 
housing. What is more, the parameters of the computer can be adjusted to suit the 
needs of the project. As the manufacturer is constantly improving the SDK (especial-
ly the AI [artificial intelligence] mode, which could be made impossible in the future 
by an outdated CPU if it were pre-installed in the camera), the camera itself “ages” 
much more slowly.

Fig. 1. Sensors used in tests as well as necessary equipment and accessories  
(from left to right): Leica MS50 robotic total station; Z+F 5010C laser scanner;  

Leica C10 laser scanner; Stereolabs ZED 2i, Stereolabs ZED, and Intel D435i depth cameras; 
Intel L515 LiDAR camera
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Thanks to the aforementioned SDK, the user can access generated data such 
as a point clouds, depth maps, RGB images, or ambient sensor data. This data can 
be accessed through the manufacturer’s dedicated programs within the SDK or 
through the support of a variety of programming languages and platforms, such 
as C++, Python, and ROS (Robot Operating System) in the user’s own applications.

The ZED 2i camera is the latest item from the devices that were tested in this arti-
cle; it represents the best value-for-money proposition on the market today in its price 
range (around $500 [excluding CPU]). It is therefore worth checking whether newer 
algorithms, manufacturing processes, and technology go hand-in-hand with increas-
es in point-cloud-measurement accuracy. This information will be particularly useful 
for projects that involve the use of this camera in order to evaluate its usefulness.

Some of the key technical parameters of the Stereolabs ZED 2i camera can be 
seen in Table 1. Of all of the devices that were tested, it by far offers the most to the 
user in terms of field of view, range, refresh rate, additional information from ambi-
ent sensors, and robustness under environmental conditions. Overall, the Stereolabs 
ZED 2i is a depth camera that is relevant for a broad range of applications; it has 
the ability to capture high-resolution 3D images in real-time, a compact size, and 
a lightweight design.

Table 1. Main parameters of Stereolabs ZED 2i, Stereolabs ZED, Intel D435i,  
and Intel L515 sensors

Parameter
Sensor

Stereolabs ZED 2i Stereolabs ZED Intel D435i Intel L515

Type RGB-D camera RGB-D camera RGB-D camera LiDAR

Depth field of 
view

horizontal 110°, 
vertical 70° (standard 

2.1 mm lenses)

horizontal 90°, 
vertical 60°

horizontal 87°, 
vertical 58°

horizontal 70°, 
vertical 55°

Maximum 
resolution

2208 × 1242 px 
@ 15 FPS (frames per 

second),  
up to 100 FPS  

on lower resolutions

2208 × 1242 px 
@ 15 FPS,  

up to 100 FPS 
on lower resolutions

1280 × 720 px 
@ 30 FPS,  

up to 90 FPS 
on lower resolutions

1024 × 768 px 
@ 30 FPS

Depth range
0.3–20 m  

(standard 2.1 mm 
lenses)

0.5–25 m 0.3–3 m 0.25–9 m

Depth 
accuracy
(declared by 
manufacturers)

<1% up to 3 m,  
<5% up to 15 m

<2% up to 3 m,  
<4% up to 15 m <2% @ 2 m ±5 mm @ 1 m,  

±14 mm @ 9 m

Source: [39–45]
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3.2. ZED Depth Camera by Stereolabs

The Stereolabs ZED camera is the first generation of depth cameras from this 
manufacturer [28, 46]; it was included in this compilation in order to test the real 
differences and progress in the point-cloud generation between it and the manufac-
turer’s latest offering.

Some of the key technical parameters of the Stereolabs ZED depth camera are 
presented in Table 1; it had a slightly worse specification than ZED 2i. Several fea-
tures were missing here, such as weather resistance, a detachable cable (which was 
the cause of a transmission interruption in the test unit when the cable was in an 
unfortunate position), or IMU, temperature and pressure sensors (which the manu-
facturer improved in the newer model). Due to the slightly different focal lengths of 
the lenses, its field of view, declared range and measurement accuracy were differ-
ent from the ZED 2i.

3.3. RealSense D435i Depth Camera by Intel

Developed by Intel, the RealSense D435i is a stereoscopic RGB-D camera; it 
is equipped with a RealSense Vision D4 processor. In addition to a stereo vision 
module that is composed of two depth sensors, it is equipped with an infrared pro-
jector and an RGB camera [47, 48]. An additional element of the D435i sensor is 
an IMU module that can be used to detect rotation and motion in six degrees of 
freedom. This model is particularly popular for smaller projects due to its affordable 
price (around $350), IMU equipment, small size, no requirement for data- processing 
on an external PC (personal computer), and good documentation and support from 
the manufacturer’s SDK. The last feature allows users to easily create their own ap-
plications in the C/C++, C#/.NET, Matlab, Node.js, or Python programming languag-
es using Intel’s depth cameras and LiDAR sensors.

Some of the key technical parameters of the Intel RealSense D435i depth camera 
can be seen in Table 1. RealSense is definitely a much smaller camera than its Stereo-
labs competitors; however, it finds uses in many projects where range is not crucial 
but size, weight, price, and/or the lack of a powerful central processing unit are. In 
later tests, the claimed accuracy and measurement range were compared with the 
technical specifications.

3.4. RealSense L515 LiDAR by Intel

Also developed by Intel, the RealSense L515 is a solid-state LiDAR (light de-
tection and ranging) sensor that is mainly designed for use in robotics applica-
tions [2, 49]. Some of its key features are its small size and low power consumption. 
The sensor is just 61 mm in diameter and 26 mm in width, making it well-suited for 
use in small vehicles and robots. The L515 also has a fairly wide field of view and 
high resolution, which are necessary for creating detailed 3D maps.
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Another feature of the Intel L515 LiDAR is its ability to work under a variety 
of lighting conditions – even in complete darkness. It also has a built-in shutter that 
can be used to block out sunlight, which helps improve its performance under bright 
conditions. Unfortunately, the correct operation of the device may be impaired un-
der daylight conditions due to the infra-red light that is emitted by the Sun; there-
fore, using the camera outdoors may reduce the quality of the depth images. Due to 
its power efficiency, the L515 LiDAR sensor performs best under controlled lighting 
conditions and indoors [50]. In terms of performance, the L515 LiDAR features high 
accuracy (±5 mm @ 1 m, ±14 mm @ 9 m) and an update rate of 30 Hz [39]. This update 
rate is fast enough for most robotic applications.

3.5. Acquisition of Reference Data

The reference data set (i.e., a single point cloud that was acquired with a Lei-
ca C10 professional geodetic scanner) was used as the ground truth for the results of 
the examined depth cameras and LiDAR sensor. The Leica C10 had a relatively low 
vertical distance from the rotating mirror axis to the base (tribrach) of the scanner; 
this was extremely advantageous when designing and printing the special mounts 
for each camera (Fig. 1), enabling measurements with the scanner tribrach at exactly 
the same height and on the same plumb line.

The accuracy characteristics of the scanner are shown in Table 2. The accuracy 
of the 3D position was declared by the manufacturer as being ±6 mm @ 50 m. In 
contrast, the Intel L515 (which was theoretically the most accurate of the sensors 
that were tested) claimed ±14 mm @ 9 m in its specifications. Although the Leica C10 
scanner has already been established as a proven device by many experts [51, 52] 
and achieved higher-than-declared accuracies at our tested (short) distances, the 
results were further checked with another geodetic scanner – the Z+F 5010C (data 
in Table 2). 

Table 2. Selected measurement-accuracy parameters of equipment used  
to acquire reference point cloud and verify it – Leica C10 and Z+F 5010C scanners,  

and Leica MS50 total station

Parameter Leica C10 Z+F 5010C Leica MS50 Unit Source

Distance accuracy @ 50 m 4 2.2 2.1 mm datasheet [53–55]

Angle accuracy [Hz/V] 12/12 25/25 1/1 “ datasheet [53–55]

Position accuracy @ 50 m 4.9 6.4 2.1 mm calculated

In order to link the measurements as accurately as possible, all of the scan-
ning targets were measured with a Leica MS50 total station using the reflector-less 
technique. The point-cloud registration (linking) was performed in Leica Cyclone 
software; the maximum residual for registering the Leica C10 to the Leica MS50 
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was 3 mm (with an average of 1 mm). In turn, the residual of the Z+F 5010C to the 
Leica MS50 was 2 mm (with an average of 1 mm). For the combined registration, 
the maximum error of the Leica C10 to the Z+F 5010C was 5 mm (with an average 
of 1 mm); this allowed for the results that were obtained with the Leica C10 to be 
considered to be appropriate for reference purposes.

3.6. Experimental Setup

The measurements were taken in a lecture room that offered sufficient space 
and suitable facilities for checking the range and accuracy of the sensors that were 
mentioned earlier. Together with professional accessories for laser scanning and 
photogrammetry (standard targets for scan registrations), the walls, floor, corners, 
and furnishings of the room were used to correctly orient the point clouds in relation 
to the reference scans and check the overall quality of the measurements. Sensitive 
areas (e.g., the edges of planes, changes in color, object textures, spatial depths, etc.) 
received particular attention, as were their alignments to the reference scan that 
was obtained with the Leica C10. The measurement stand and its configuration are 
shown in Figure 2.

Fig. 2. Measurement targets that were visible from measuring station

To facilitate the correct orientation of the test scans in relation to the reference 
cloud, the sensors were mounted coaxially with the Leica C10 scanner and at the 
same height thanks to 3D-printed adapters (Fig. 1). The adapter print accuracy os-
cillated within ±0.2 mm; they were designed in such a way that the origins of the 
XYZ sensor coordinate systems remained in the same place regardless of the rota-
tion of the sensors on the carrier pin that was mounted on the geodetic tribrach.
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3.7. Performing Experiment

The experiment started with reference measurements by the Leica MS50 robotic 
total station.

Reflector-less measurements were taken for all of the flat scanning targets; the 
obtained coordinates were used to fit two point clouds from professional geodetic 
scanners: the Z+F 5010C, and the Leica C10. The main ground-truth data to which 
the measurements of the depth cameras under examination would be related was 
that from the Leica C10; the measurement with the Z+F scanner was solely a control 
for the Leica C10 measurement.

Full 360° scans were taken together with photographs in order to obtain a col-
ored point cloud. The scanning resolution was set to 10 mm @ 10 m (horizontally and 
vertically), which allowed us to obtain a dense point cloud at such a short distance 
(indoor measurements). It was possible to capture both the previously mentioned 
flat walls and all of the other measurement targets from a single position.

The depth cameras were tested consecutively – each separately toward the field 
with targets.

The first was the Stereolabs ZED 2i; measurements were taken with it at all 
of its possible resolutions (2K, HD1080, HD720, and VGA). Each lasted a few sec-
onds, and the results were raw files in the.svo format; these were successively used 
to prepare point clouds in the software that was provided by the manufacturer in 
the SDK package (ZED Depth Viewer). In the cases of the Stereolabs cameras, the 
raw files were comprised of stereo images that were converted into point clouds 
in the software. This allowed for some of the point-cloud-generation parameters 
to be adjusted later on. The post-processing will be described in more detail in the 
next section.

After changing the camera on the carrier pin, a measurement was performed 
with the Stereolabs ZED camera. Similar to the Stereolabs ZED 2i, the raw.svo files 
from all of its possible resolutions (2K, HD1080, HD720, and VGA) were saved for 
the post-processing.

Measurements were then taken with the Intel D435i camera; this device offered 
six resolutions (1280 × 720, 848 × 480, 640 × 480, 640 × 360, 480 × 270, and 424 × 240). 
At each of these resolutions, a few seconds of measurements were stored in.bag files. 
In this case, however, these files already contained generated point clouds – 
a recording/video of the measurements. Moreover, changing the parameters of the 
point-cloud calculations in post-processing was impossible; it was only possible 
to select any frame of the video from the.bag file and save it (e.g., in the.ply format). 
For this reason, the field measurements were taken by using the different modes 
that were offered by the camera: default, hand, high accuracy, high density, and 
medium density.

Similarly, measurements were taken with the Intel L515 LiDAR, which also pro-
vided final point cloud frames (with resolutions of 1024 × 768, 640 × 480, and 320 × 240); 
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these were saved directly to the.bag file. For this sensor, the available modes were no 
ambient light, low ambient light, max range, and short range. Comparisons of all of 
the modes will be presented in the following sections.

All of the resolution and mode combinations for each camera are shown in 
Figure 3.

Fig. 3. Tree diagram of resolutions and modes  
in which measurement data was collected

4. Data Processing

The data that was obtained in accordance with the assumed methodology was 
processed as is shown in the pipeline in Figure 4.
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Fig. 4. Research and data processing pipeline
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4.1. Frame Selection
The Stereolabs ZED Depth Viewer software allowed for point-cloud genera-

tion from raw.svo files in four different modes: Performance, Quality, Ultra, and 
Neural. Each of these modes was characterized by different qualities of the point 
clouds that were generated, the use of computer resources, and, thus, the duration 
of the point-cloud-generation process. In Section 5, the quality of the results of each 
mode will be presented. The generated point clouds could be saved in the popular.
ply format. The latest version of the ZED SDK 4.0 software was used for the study, 
with an “improved NEURAL depth mode, which offers even more accurate depth 
maps in challenging situations such as low-light environments and texture-less sur-
faces” [56].

For the Intel sensors, the export function to the.ply format in Intel RealSense 
Viewer v2.53.1 was used to save selected random frames from the point- cloud movie.

4.2. Point-Cloud Noise
In the first step of the data validation, the values of the point-cloud noise were 

checked; this was determined by comparing the cloud-to-cloud distances between 
raw sensor frames (without any modifications) in a given mode. After generating ten 
random but consecutive frames (i – diagram is shown in Figure 5) from each cam-
era (S) at each resolution (R) and in each possible mode (M), a C2C (cloud-to-cloud) 
measurement analysis and standard statistical calculations were performed be-
tween each of them for this purpose (all possible pair combinations). CloudCompare 
point-cloud-processing software was used for this. It should be noted that the 
pairs being compared were also repetitive – once, a given cloud was the cloud be-
ing compared (A), and another time, it was the cloud to which the other clouds 
were compared (B); this was due to the small but present differences in the mean 
distances of A to B (as can be seen in Tables 3 and 5). Due to the large number of files 
that were generated, a Python script and the CloudComPy library [57] were used to 
calculate the cloud-to-cloud distances. The following parameters were computed:

 – minimum distances between clouds,
 – maximum distances between clouds,
 – mean distances between clouds,
 – variances of mean distances,
 – standard deviations of mean distances.

Fig. 5. Supplementary diagram on processing of survey data (point-cloud frames)
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An extract of the results that were obtained for one camera is given in Table 3; 
it can be noticed that the “max” column reached values of up to several meters. This 
presents how noisy these sensors are, what their true nature is, and what maximum 
deviations the user can expect. Hence, raw and unfiltered data was used. Consider-
ing the impacts of the mentioned maximum values on the average and its standard 
deviation, they will have a negligible impact (outliers were below 0.01%); however, 
such distances did exist, so it is important to indicate this by presenting the real 
maximum distance.

Table 3. Sample part of cloud-to-cloud calculation results – measurement noise of  
given camera (in this case, S – Stereolabs ZED 2i camera, R – HD1080 resolution,  

M – Neural (n) mode, and i1...i10 = k40...k49 – calculation frames  
start from 40th frame of recording)

Cloud B 
(S + R + M + k)

Cloud A 
(S + R + M + k) max [m] mean [m] stdev [m]

zed2i HD1080 n40 zed2i HD1080 n41 1.595 0.036 0.051

zed2i HD1080 n40 zed2i HD1080 n42 3.467 0.035 0.052

... ... ... ... ...

zed2i HD1080 n40 zed2i HD1080 n49 3.952 0.049 0.078

zed2i HD1080 n41 zed2i HD1080 n40 2.638 0.036 0.050

zed2i HD1080 n41 zed2i HD1080 n42 4.022 0.035 0.058

... ... ... ... ...

zed2i HD1080 n41 zed2i HD1080 n49 3.777 0.048 0.084

zed2i HD1080 n42 zed2i HD1080 n40 1.330 0.034 0.046

zed2i HD1080 n42 zed2i HD1080 n41 1.434 0.034 0.053

... ... ... ... ...

zed2i HD1080 n42 zed2i HD1080 n49 2.844 0.040 0.053

... ... ... ... ...

Then, the following parameters were calculated separately for each resolution 
and mode from all possible pair combinations within the ten frames:

 – mean distance d of compared clouds to each other, which was derived from 
measurement noise (mean mean),

 – mean standard deviation of distance d (mean stdev),
 – maximum mean distance d (max mean),
 – maximum standard deviation of distance d (max stdev),
 – median of mean distance d (median mean),
 – median standard deviation of distance d (median stdev).

Example results are shown in Table 4 and Figure 6.
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Table 4. Summary table of noise analysis for given camera  
(here, Stereolabs ZED 2i camera at HD1080 resolution)

Mode mean mean 
[m]

mean stdev 
[m]

max mean 
[m]

max stdev 
[m]

median 
mean [m]

median 
stdev [m]

Performance 0.077 0.174 0.113 0.386 0.074 0.122

Quality 0.035 0.046 0.050 0.071 0.034 0.045

Ultra 0.054 0.093 0.098 0.263 0.051 0.082

Neural 0.043 0.074 0.071 0.231 0.041 0.066

0.00

0.10

0.20

0.30

0.40

mean mean
[m]

mean stdev
[m]

median mean
[m]

median stdev
[m]

ZED 2i HD1080 Point-Cloud Noise

performance quality ultra neural

max mean
[m]

max stdev 
[m]

Fig. 6. Measurement noise for given camera, resolution, and mode  
(here, Stereolabs ZED 2i camera at HD1080 resolution)

4.3. ‘Most Representative Frame’

In each mode and resolution, the ‘most representative frame’ was selected 
for every ten pairs of frames. To do this, the mean distance results were first col-
lated as a square matrix (Table 5); once, a given cloud was the cloud that was be-
ing compared (A), and another time, it was the cloud to which the other clouds were 
compared (B). The values of the mean distance relative to each A (vertical – SUMB) 
and B (horizontal – SUMA) point cloud were summed. Based on the values of these 
sums, their average was determined:

 A BSUM SUM
MEAN OF SUM

2
i i

i

+
=  (1)

where {1, 2, ..., 10}i∈ .
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MEAN OF SUM represents the position that a given cloud had numerically in 
relation to the others. If the mean distances to all of the others were large, this meant 
that it was an outlier cloud; if the opposite was true (i.e., the average distances were 
small), the given cloud was close to the others. The cloud for which MEAN OF SUM 
had the smallest value was the cloud that was closest to all of the others and was, 
therefore, the ‘most representative frame.’ Examples of the mean-distance values for 
the ZED 2i camera (HD1080 resolution/Neural mode) are shown in Table 5.

Table 5. Summary of mean distances between clouds from consecutive frames (noise)  
for selected camera, with ‘most representative frame’ highlighted (Number 3)  

for Stereolabs ZED 2i camera (HD1080 resolution/Neural mode)

A
B 1 2 3 4 5 6 7 8 9 10 SUMA 

[m]
MEAN OF SUM 

[m]

1 0.036 0.035 0.063 0.046 0.032 0.037 0.046 0.037 0.049 0.381 0.399

2 0.036 0.035 0.060 0.043 0.042 0.033 0.038 0.040 0.048 0.375 0.393

3 0.034 0.034 0.050 0.037 0.032 0.031 0.036 0.036 0.040 0.332 0.349

4 0.061 0.057 0.045 0.039 0.046 0.049 0.042 0.057 0.036 0.432 0.479

5 0.053 0.048 0.045 0.060 0.037 0.034 0.033 0.041 0.035 0.386 0.365

6 0.037 0.048 0.036 0.054 0.036 0.033 0.039 0.038 0.037 0.357 0.350

7 0.045 0.041 0.041 0.071 0.036 0.035 0.039 0.032 0.043 0.385 0.355

8 0.050 0.041 0.039 0.051 0.030 0.038 0.034 0.041 0.034 0.357 0.357

9 0.045 0.049 0.045 0.070 0.044 0.042 0.034 0.048 0.048 0.425 0.396

10 0.057 0.055 0.045 0.047 0.033 0.038 0.041 0.036 0.045 0.398 0.384

SUMB [m] 0.418 0.411 0.365 0.527 0.343 0.343 0.325 0.358 0.368 0.371 – –

This activity was repeated for all of the resolutions and their modes. For each 
set of modes at a given resolution, a comparison was also made (see Table 6 for an 
example). The frame with the lowest MEAN OF SUM from all of the resolutions and 
modes took part in determining the rotation (rotation matrix) of the clouds from 
a given sensor relative to the reference cloud.

For each camera, the resolution and mode for which the ‘most representative 
frame’ achieved the lowest noise value was selected. For the Stereolabs ZED 2i cam-
era, this was HD1080 resolution and Quality mode (Table 6); interestingly, this was 
not the highest possible 2K resolution nor Neural mode (as was expected). The next 
step was to import this frame into CloudCompare. After loading four frames (one 
‘best’ of the ‘most representative frames’ for each camera), a reference cloud (ac-
quired by the Leica C10) was also added and cropped to a frame that the cameras 
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could cover with their fields of view. The reference scan from the Leica C10 (the 
cloud in the.pts format) was previously generated from the original Leica Cyclone 
software.

Table 6. MEAN OF SUM summary with ‘most representative frames’  
highlighted for Stereolabs ZED 2i camera at HD1080 resolution

i Neural [m] Performance [m] Quality [m] Ultra [m]

1 0.399 0.664 0.293 0.458

2 0.393 0.646 0.296 0.487

3 0.349 0.715 0.317 0.471

4 0.479 0.772 0.286 0.486

5 0.365 0.670 0.314 0.489

6 0.350 0.768 0.358 0.489

7 0.355 0.716 0.288 0.455

8 0.357 0.659 0.312 0.608

9 0.396 0.640 0.330 0.455

10 0.384 0.716 0.360 0.455

4.4. Transformation to Reference Coordinate System

For each camera (and the best frame that was selected for it), a cloud-to-cloud 
alignment was applied based on five tie points that were selected after an initial 
rough transformation. These were measurement targets that were unambiguously 
identifiable on the point cloud (black and white targets, Leica HDS targets, and scan-
ning spheres – visible in Figure 2). The resulting fit errors are summarized in Table 7. 
The Helmert transformation (6DOF) between each sensor and reference point cloud 
was estimated based on the measured tie points.

Table 7. Fit errors (RMS) of best ‘most representative frame’ point clouds of tested sensors  
to reference cloud from Leica C10

Camera RMSE [m]

Stereolabs ZED 2i 0.027

Stereolabs ZED 0.395

Intel D435i 0.099

Intel L515 0.010
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The derived 4 × 4 transformation matrix for each camera was separately applied 
to its ‘most representative frame’ at each resolution and in each mode, thus obtain-
ing clouds that were fitted into the reference coordinate system.

4.5. Cloud-to-Cloud Distances

The next step was to recalculate the C2C distance (this time, relative to the cloud 
from the Leica C10). The results of the calculations are summarized below (Table 8).

Table 8. Summary of results of comparing point clouds from ZED 2i camera  
against reference from Leica C10  

(n – neural, p – performance, q – quality, u – ultra)

Reference Compared Max distance  
[m]

Mean distance  
[m]

Standard deviation  
[m]

Leica C10 zed2i HD2K n44 11.848 0.142 0.363

Leica C10 zed2i HD2K p43 12.753 0.279 0.539

Leica C10 zed2i HD2K q44 9.331 0.238 0.448

Leica C10 zed2i HD2K u45 11.832 0.216 0.444

Leica C10 zed2i HD720 n44 11.859 0.278 0.518

Leica C10 zed2i HD720 p42 25.298 0.797 2.223

Leica C10 zed2i HD720 q45 11.820 0.564 1.044

Leica C10 zed2i HD720 u44 11.859 0.278 0.518

Leica C10 zed2i HD1080 n42 12.103 0.135 0.372

Leica C10 zed2i HD1080 p48 19.457 0.293 0.657

Leica C10 zed2i HD1080 q43 12.568 0.212 0.409

Leica C10 zed2i HD1080 u46 11.810 0.192 0.450

Leica C10 zed2i VGA n43 13.335 0.256 0.527

Leica C10 zed2i VGA p40 25.083 1.030 2.410

Leica C10 zed2i VGA q43 8.560 0.432 0.613

Leica C10 zed2i VGA u49 20.080 0.514 1.399

Based on Table 8, a summary of the data on the mean distances of the acquired 
point clouds (relative to the reference clouds) was prepared. Table 9 shows these 
values in a color-coded scheme (from blue [smallest] to red [largest]). Similarly, the 
standard deviations are summarized in Table 10.
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Table 9. Summary of mean distances of compared point clouds from ZED 2i camera relative 
to reference cloud from Leica C10  

(with extreme values highlighted in color scheme mentioned above)

Resolution Performance [m] Quality [m] Ultra [m] Neural [m]

HD2K 0.279 0.238 0.216 0.142

HD1080 0.293 0.212 0.192 0.135

HD720 0.797 0.564 0.278 0.278

VGA 1.030 0.432 0.514 0.256

Table 10. Summary of standard deviations of mean distances of compared point clouds  
from ZED 2i camera relative to reference cloud from Leica C10  

(with extreme values highlighted in color scheme mentioned above)

Resolution Performance [m] Quality [m] Ultra [m] Neural [m]

HD2K 0.539 0.448 0.444 0.363

HD1080 0.657 0.409 0.450 0.372

HD720 2.223 1.044 0.518 0.518

VGA 2.410 0.613 1.399 0.527

Since the calculated noise values significantly exceeded the manufacturer’s de-
clared values in the case of the Stereolabs ZED 2i camera, the obtained point clouds 
were additionally cut to the boundary of the test field due to artifacts that arose 
from the observation of the space outside the window. The distances and standard 
deviations were then recalculated based on the reduced point clouds. Detailed data 
is presented in Section 5.

5. Results

5.1. Sensors Precision and Accuracy

The data that was collected from all of the tested sensors was subjected to anal-
ysis according to the procedure that is described in Section 3 – Data Processing. To 
simplify the interpretation of the results, only the average values of “measurement 
noise” (Table 11) will be presented, along with the average distances between the 
clouds from the tested sensors and the reference cloud from the Leica C10 scan-
ner (Table 12); these may serve as indicators that best reflect the quality of the mea-
surement results of the tested devices. Both tables have also been color-coded on 
a scale from blue (lower values – better) to red (higher values – worse). Detailed 
results for each device at the individual calculation stages have been included in the 
supplementary data file.
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Table 11. Measurement noise [m]  
(average distances among ten consecutive measurement frames in all possible combinations) 

for all devices (along with their corresponding resolutions and modes)

Mode

Stereolabs ZED 2i

Resolution 

HD2K HD1080 HD720 VGA

Performance 0.095 0.077 0.200 0.232

Quality 0.041 0.035 0.082 0.110

Ultra 0.065 0.054 0.077 0.096

Neural 0.048 0.043 0.077 0.111

Mode

Stereolabs ZED

Resolution 

HD2K HD1080 HD720 VGA

Performance 0.118 0.107 0.206 0.200

Quality 0.090 0.083 0.174 0.195

Ultra 0.105 0.090 0.196 0.193

Neural 0.102 0.065 0.157 0.264

Mode

Intel D435i

Resolution 

1280 × 720 848 × 480 640 × 480 640 × 360 480 × 270 424 × 240

Default 0.031 0.033 0.024 0.032 0.034 0.033

Hand 0.029 0.029 0.026 0.032 0.033 0.035

High accuracy 0.022 0.024 0.019 0.026 0.028 0.029

High density 0.033 0.032 0.024 0.035 0.037 0.036

Medium density 0.028 0.031 0.022 0.030 0.030 0.029

Mode

Intel L515

Resolution

1024 × 768 640 × 480 320 × 240

No ambient light 0.014 0.016 0.016

Low ambient light 0.023 0.029 0.027

Max range 0.014 0.016 0.017

Short range 0.036 0.028 0.027
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Table 12. Average distances [m] among reference cloud from Leica C10  
and ‘most representative frames’ from all devices  

(along with their corresponding resolutions and modes)

Mode

Stereolabs ZED 2i

Resolution

HD2K HD1080 HD720 VGA

Performance 0.279 0.293 0.797 1.030

Quality 0.238 0.212 0.564 0.432

Ultra 0.216 0.192 0.278 0.514

Neural 0.142 0.135 0.278 0.256

Mode

Stereolabs ZED 2i – after segmentation

Resolution

HD2K HD1080 HD720 VGA

Performance 0.187 0.187 0.188 0.196

Quality 0.157 0.158 0.161 0.217

Ultra 0.128 0.122 0.131 0.175

Neural 0.094 0.081 0.131 0.111

Mode

Stereolabs ZED

Resolution

HD2K HD1080 HD720 VGA

Performance 2.483 2.354 2.556 2.422

Quality 2.944 2.741 2.988 2.756

Ultra 2.339 2.789 2.753 2.547

Neural 2.671 2.758 2.932 3.002

Mode

Intel D435i

Resolution

1280 × 720 848 × 480 640 × 480 640 × 360 480 × 270 424 × 240

Default 0.084 0.081 0.080 0.092 0.096 0.107

Hand 0.069 0.068 0.068 0.076 0.095 0.093

High accuracy 0.063 0.065 0.064 0.079 0.091 0.100

High density 0.078 0.074 0.071 0.081 0.091 0.102

Medium density 0.075 0.077 0.066 0.083 0.106 0.109

Mode

Intel L515

Resolution

1024 × 768 640 × 480 320 × 240

No ambient light 0.084 0.036 0.036

Low ambient light 0.012 0.012 0.010

Max range 0.046 0.039 0.028

Short range 0.012 0.011 0.011
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5.2. Visual Assessment of Acquired Point Clouds

In the previous section, a detailed analysis of the point clouds that were ob-
tained when using the examined sensors was carried out on the basis of the numer-
ical values that characterized them. It should be noted, however, that these referred 
to the full imaged scenes without distinguishing any characteristic elements such 
as targets or planes (which are often the subject of observations). In addition, an 
important assessment of the observations of a rather qualitative nature can be made 
by making a visual comparison of the point clouds; in this way, the fidelity of the 
representation of the observed elements can be assessed.

In Figure 7, a reference point cloud that was obtained with the professional 
Leica C10 laser scanner is presented. Obviously, all of the elements (targets, spheres, 
floor, and walls) have been imaged correctly.

Fig. 7. Reference point cloud acquired by Leica C10 laser scanner: a) from scanner position 
(with distances in meters from scanner to planes analyzed); b) empty spaces between planes

a) b)

In Figure 8, the same scene is shown as in Figure 7a; in this case, it was recorded 
by the other sensors from the same position as for the reference cloud. The weaker 
coverages for the L515 and D435i sensors are clearly visible; the sparse cloud for the 
former prevents a further comparative analysis for the planes, while only the two 
planes that are visible on the right (A, B) will be analyzed for the latter. On the other 
hand, both ZED devices were characterized by good ranges and fidelity of represen-
tation of the spatial elements. A total of five planes (labeled A–E in the figure) will 
be further analyzed.

Before performing a further analysis, it was useful to compare the clouds from 
the low-cost sensors with the reference cloud. In Figure 9, the compared clouds (in 
color scale) are shown against the reference cloud (in gray-scale). The discrepan-
cies were most visible for the Stereolabs ZED and Intel D435i sensors, while the 
Intel L515 showed the best results (albeit, for a limited range).
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a) b)

c) d)

Fig. 8. Point clouds acquired by: a) L515; b) D435i; c) ZED; d) ZED 2i (with planes analyzed)

a) b)

c) d)

Fig. 9. Discrepancies between reference cloud and one obtained by following sensors:  
a) L515; b) D435i; c) ZED; d) ZED 2i (with clear differences marked in yellow)
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For the correctness of distinguishing the separate elements of the observed 
scene, it is crucial to see what the spaces between the test field planes looked like; 
in fact, they were empty (as can be seen in the reference cloud – Fig. 7b). The same 
section of the test field for the other sensors is presented in Figure 10.

Based on the tests, the data from the depth cameras was found to be significant-
ly affected by artifacts that appeared in gaps between the planes (unlike from laser 
scanners). Groups of points appear on the edges of the imaged features, creating 
some non-existent surfaces (especially for the D435i sensor). These artifacts can be 
misinterpreted by systems that use depth cameras for determining the spatial po-
sitions of objects. In contrast, some single points appeared between the planes for 
the L515 sensor (which uses the LiDAR technology; this translated as measurement 
noise, is easy to filter out due to its random location. Admittedly, the imaging range 
was small, but this is a feature of this low-cost sensor. In order to determine the cor-
rectness of the plane representation by the various sensors, comparisons were made 
between selected planes and their counterparts from the reference data. Two sensors 
were excluded from the analyses: the L515 (due to its excessively sparse clouds and 
failure to reproduce the shapes of the planes), and the ZED (due to a probable prob-
lem with the scales of the imaged objects).

a) b)

c) d)

Fig. 10. Imaging empty spaces between planes for following sensors:  
a) L515; b) D435i; c) ZED; d) ZED 2i  

(with blurred edges marked in yellow)
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Figure 11 shows the comparison results for the D435i device; these were made 
on the planes within the imaging range of the sensor (i.e., A and B – Fig. 8b). Inter-
estingly, an increase in the distance from the sensor to the plane did not indicate 
a decrease in the imaging accuracy.

Fig. 11. Plane discrepancies that were recorded by D435i sensor relative to reference data  
for Plane A (a) and Plane B (b) (along with histograms of differences)

a)

b)

A similar comparison was made for the ZED 2i device (Fig. 12); however, this 
was done for a larger number of planes due to the larger imaging range (Fig. 9d). 
The obtained accuracy corresponded to the parameters that were stated by the man-
ufacturer (i.e., 5% for the 3–15 m range). 
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Fig. 12. Plane discrepancies that were recorded by ZED 2i sensor  
relative to reference data for: a) Plane A; b) Plane C; c) Plane D; d) Plane E  

(along with histograms of differences)

a)

b)

c)

d)
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However, the impact of the distance on the accuracy cannot be clearly indicated, 
as a better result was obtained for the further Plan D (Fig. 12c) than for the closer 
Plane C (Fig. 12b). Interestingly, Plane E (representing the floor; i.e., the surface that 
was located unfavorably in relation to the device [Fig. 12d]) was imaged better than 
the vertical planes that were located at a similar distance.

6. Discussion

All of the tested devices allowed for acquisitions of 3D data from the closest 
surroundings (field of view). The Stereolabs ZED 2i device coped correctly (with an 
accuracy of ±8 cm) up to a range of about 10 m; above this value, however, the errors 
started to increase significantly.

The Stereolabs ZED unfortunately did not meet our expectations. At first 
glance, the results looked correct visually; as it turned out, however, they were not 
true- to-scale.

The Intel devices offered much shorter distances while being cheaper, less de-
manding, and more accurate. The Intel D435i offered good results (with an accuracy 
of ±6 cm), but the obtained cloud were quite sparse, and the working range was very 
short; however, they were quite suitable for detecting objects in their immediate 
surroundings (up to about 3 m).

On the other hand, the Intel L515 LiDAR offered an accuracy of ±1 cm – a sur-
prisingly positive result in this price range. Unfortunately, the manufacturer’s sug-
gested range of 9 m was unattainable (even in complete darkness). In daylight, the 
real range was about 3–4 m, and in artificial light – about 4–5 m. In darkness, the 
achievable point-cloud density improved significantly, and the range increased to 
around 7 m.

Of all of the devices that were tested, the Intel sensors were the biggest positive 
surprises due to their price/accuracy ratios. On the contrary, the Stereolabs devic-
es offered very good density of the generated point cloud, and they also increased 
their accuracy in Neural mode. Interestingly, the lowest noise between consecutive 
frames was obtained when operating in HD1080 resolution and Quality mode rather 
than in 2K and Neural mode (as was expected).

After the testing, it is possible to identify the resolutions and modes that per-
formed best when working under standard conditions (with reasonable lighting and 
the availability of varied objects and environments):

 – Stereolabs ZED 2i – HD1080 resolution, Neural mode;
 – Stereolabs ZED – due to scaling of cloud, it is difficult to give clear answer, 

while HD1080 resolution and Neural mode had lowest noise factor;
 – Intel D435i – 640 × 480 resolution (results that were comparable to maximum 

1280 × 720, but with lower noise), High Accuracy mode;
 – Intel L515 – 1024 × 768 resolution, but mode very dependent on current am-

bient light conditions.
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The manufacturers’ stated parameters for accuracy and maximum ranges 
should be taken with limited confidence; however, they were not far from reality 
(which speaks well of their quality).

When choosing the right device for a planned project, there are many factors 
to consider; the most important of these are as follows (the winning device for each 
category is provided in brackets):

 – measurement distance (greatest distance – Stereolabs ZED 2i);
 – lighting conditions (night/low light operation – Intel L515);
 – computing capabilities of existing (or planned to be installed) central pro-

cessing unit (no need for external unit – Intel sensors);
 – power capabilities of system in which it is installed (Stereolabs devices need-

ed least power due to lack of computing unit inside them);
 – budget available (cheapest – Intel D435i [around $334]).

7. Conclusion

To summarize the obtained results (and having taken a number of factors into 
account), the overall test winner was the Stereolabs ZED 2i – provided it is running 
at HD1080 resolution and in Neural mode (as well as having adequate power and 
computing resources). However, the winner of the tests in terms of the accuracy 
of the obtained data was unquestionably the Intel L515; although still available for 
purchase, it has unfortunately been discontinued by the manufacturer.

Finally, the aim of the presented research (i.e., determining the actual accuracy 
of the depth sensors) was achieved. This may constitute the ground truth for assess-
ing any accuracy losses that result from the operations of vehicles moving under 
actual conditions.
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